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Preface

Welcome to the proceedings of the inaugural 2024 co-
hort of the BeyondAI: Introduction to AI and Research
(BeyondAI) programme, organised by ThinkingBeyond
Education from October 7th to December 6th, 2024.

This year, the programme brought together thirty ex-
ceptional young researchers, aged 14–22, from across the
globe. Each participant was selected through a highly
competitive process, standing out amongst 412 applicants
from over 45 countries. To secure a place, candidates first
had to complete the rigorous Preparation Stage as part of
their application. Only those who demonstrated strong
independent learning skills and mastery of the founda-
tional topics progressed to the Course Stage, where they
further honed their knowledge before embarking on their
research projects under the guidance of an academic men-
tor during the Research Stage.

The Preparation Stage, spanning six weeks, formed
the cornerstone of the selection process. Depending on
their prior educational background, applicants engaged
in self-directed study to build or reinforce their under-
standing of Linear Algebra, Calculus, Multivariable Cal-
culus, Python programming, and LATEXtypesetting, while
also exploring fundamental AI concepts through curated
resources. Only those who demonstrated sufficient profi-
ciency in the basics across all required disciplines earned
admission into the programme.

During the four-week Course Stage, participants ex-

plored Machine Learning from both research and engi-
neering perspectives. The research-focused component
emphasised conceptual understanding and mathematical
modeling, introducing core ideas in a way accessible to
newcomers. Meanwhile, the engineering component fo-
cused on the numerical implementation of these models,
bridging the gap between theory and practical applica-
tion.

Beyond building subject-specific knowledge and skills,
the programme introduced participants to the world of
academic research. A series of workshops equipped
them with essential research skills, including schedul-
ing and time management, effective learning strategies,
personal knowledge management, project management,
scientific writing, and research presentation. Partici-
pants worked individually and collaboratively, undertak-
ing tasks such as writing mock research papers, designing
research posters, and coding their own multilayer percep-
trons (MLPs) from scratch.

Those who successfully completed the Course Stage
advanced to the five-week-long Research Stage. Working
in teams of two, participants delved into Machine Learn-
ing projects under the mentorship of experienced aca-
demics. Alongside their research, they attended expert-
led talks on advanced topics and real-world applications,
further broadening their understanding of the field.

Machine Learning and Artificial Intelligence are

https://thinkingbeyond.education
https://thinkingbeyond.education


ii

rapidly evolving disciplines with the potential to trans-
form industries and redefine problem-solving across do-
mains. BeyondAI serves as a vital platform for nurturing
young talent, providing them with a strong foundation in
AI, exposure to academic research, and essential skills for
intellectual growth. Our mission is to empower partici-
pants by fostering their expertise and curiosity, equipping
them with the knowledge and experience necessary to ex-
cel as future subject experts, researchers and innovators.

We extend our deepest gratitude to the ThinkingBe-
yond team and the many volunteers whose dedication
made this programme possible. Special thanks go to our
academic mentors: Dr. Devendra Singh Dhami, Dr. He-
lena Bahrami, Dr. Filip Bár, Dr. Matej Cief, Adeyemi
Damilare Adeoye, MSc, Emilie Gregoire, MSc, Barbora
Barancikova, MSc, and Matthew Pugh, BE. Their guid-
ance and support were invaluable in ensuring the success
of our participants. We also extend our appreciation to
the participants themselves, whose dedication and hard
work form the foundation of these proceedings.

The research projects presented in this volume re-
flect a diverse range of topics and applications, from

fundamental studies on Deep Learning optimisers and
the phenomenon of Double Descent to explorations of
advanced architectures such as Geometric Clifford Al-
gebra Networks. These projects represent a significant
leap beyond the Course Stage, posing considerable chal-
lenges—particularly for participants who were new to
Machine Learning at the start of the programme.

We commend all participants for their perseverance
and achievements in overcoming these challenges. As you
explore these proceedings, we invite you to appreciate
the depth of their intellectual efforts and contributions.
We are proud to showcase their work and hope it serves
as inspiration for aspiring researchers in STEM.1 We are
confident that these young minds will continue making
meaningful contributions to the field and look forward to
witnessing their future successes.

Chairs of BeyondAI

Dr. Filip Bár and Keisha Kwok

December 2024

1The code for each project can be found on https://github.com/ThinkingBeyond/BeyondAI-2024.

https://sites.google.com/view/devendradhami?pli=1
http://www.linkedin.com/in/helenabahrami
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